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SUMMARY

A numerical model is presented for the prediction of thermal radiation absorption in dense gas clouds
during accidental release in the atmosphere. The model is based on the discrete transfer method (DT
method) that was originally developed for modelling radiation in combustion chambers. The radiation
model assumes a number of representative rays of predetermined orientation fired from each of the
domain boundaries. Each ray is traced through the domain elements until reaching another boundary
where it is terminated. Radiation sources are calculated for each element by performing an energy
balance across each element for each ray passing through it. The energy sources recovered are fed into
the finite element flow solver for every time step in the energy equation. The model proved accurate, and
memory and computer time efficient. It showed that accounting for radiation effects lead to improved
predictions. It also showed that in certain scenarios, radiation effects could be predominant. © 1998 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

Many toxic or flammable gases are stored and transported at high pressure or low tempera-
ture, or both. If during the course of manufacture, transport or storage of these gases, an
accidental release into the atmosphere occurs, the consequences could be fatal. By virtue of
their molecular weight or temperature at release to the atmosphere, some gases could be denser
than air. This results in a dense gas cloud which rolls near the ground for some time before
dispersing, which increases the risks of suffocation, fires or explosions. The problem of
estimating the consequences of dense gas releases in the atmosphere is of prime importance in
the assessment of the safety of industrial installations or transport systems. The task of
performing such an assessment has been introduced as a regulatory requirement in many
countries. The assessment procedures depend mainly on experience from previous accidents,
experimental tests conducted in laboratory or field tests and mathematical models.

The finite element code, FEMSET, has been developed by Betts and Haroutunian [1] to
simulate the dispersion process of a dense gas cloud following an accidental release. The model
is based on the Reynolds-averaged mean flow equations of mass, momentum, enthalpy, and
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species concentration. The eddy viscosity is modelled through extension of the standard
two-equation k–e model [2] to account for the anisotropy in turbulence resulting from
buoyancy. The Galerkin finite element method is used to discretize the system of equations in
space with trilinear isoparametric brick elements for all variables except the piecewise constant
for pressure. The explicit forward Euler method is used to advance the resulting system of
equations in time. The balancing tensor diffusion (BTD) [3] is used to counter the negative
diffusivity resulting from the truncation error resulting from the explicit Euler method, by
adding an equal amount of diffusion. The model was extended to accommodate irregular
topography problems while retaining computational accuracy and economy using an improved
near-ground treatment [4,5]. In this treatment, a one element-thick layer of special elements is
used to bridge the gap between the main domain of all equations, including k and e and the
solid boundary. In this layer, a special shape function derived from the logarithmic boundary
layer profiles is used to resolve the sharply varying quantities in the near wall region.

The code was tested over a wide range of 2D flows and was found to be a robust general
purpose two-equation flow solver. Dense gas dispersion simulations, conducted to simulate
field and laboratory tests [4,6,7], showed that the code is a useful tool in understanding and
predicting dense gas dispersion scenarios. However, certain areas have been identified for
further improvement and development.

Numerical simulation of the Burro-8 dense gas dispersion field trial [8] showed that local
collapse of turbulence occurred in regions around the dense gas source and downstream of the
source. Although the collapse of turbulence could occur naturally due to the strong stratifica-
tion resulting from the severe temperature gradients in the dense gas cloud, overprediction of
the collapse was apparent from the prediction of a wider and lower cloud compared with the
experiment. This overprediction was referred partly to the inability of the high Reynolds
number turbulence model to predict the laminarisation process and partly to the underpredic-
tion of the heat input to the cloud from the surroundings. In the present model, heat transfers
to the cloud through two mechanisms. The first is the ground heat applied through the
boundary conditions. The second is the turbulent mixing of the cloud with the surrounding air.
Two potentially important sources of heat were not modelled. These are the thermal radiation
absorption and the heat released during the condensation of water vapour. Since no previous
attempt was made to study the effects of radiation absorption on the heat transfer process, the
present study was undertaken to select and implement a suitable radiation model and to study
this important phenomenon.

There are several numerical methods in the literature for predicting radiation absorption in
participating media. For example, the zone method [11], the Monte Carlo method [12] and flux
models [13]. In the zone method, the domain and the boundaries are divided into zones, which
do not necessarily need to coincide with the fluids mesh. Direct exchange areas are defined for
all zones that are used to compute the view factor between each pair of zones. The radiative
exchange between each pair of zones is then calculated using the integrated form of the
equation of transfer. This procedure results in a system of nz

2×nz
2 simultaneous algebraic

equations, where nz is the number of zones that need to be solved to produce the required
energy transfers.

The Monte Carlo technique is a method of statistical sampling of events, to determine the
average behaviour of a system. In radiative transfer, the method depends on following a finite
number of randomly generated energy bundles through their transport histories within the
system. The radiative behaviour of the system is then determined from the average behaviour
of a number of these bundles. The technique is well-known for its large computational
requirements.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)



THERMAL RADIATION ABSORPTION 839

The basic idea in flux models is to separate directional dependence from the spatial
dependence of the intensity in the equation of radiative transfer. Hence, the integro-differential
equation reduces to a system of differential equations. There is a wide range of flux models
which treat the problem in different mathematical approaches, but they all fall within two
categories: the continuous type and the discontinuous type. In the continuous type, the flux
around a point is assumed to follow continuous variation while in the discontinuous type, the
flux may take discrete values. In all the flux methods, the equation of transfer is expanded
using a series expansion and this results in a set of first-order differential equations. In
principle, the number of equations equals the number of terms retained in the series expansions
or the number of fluxes considered. For some flux methods, this can be easily reduced to a
lower number of higher-order differential equations. The larger the number of equations, the
larger the number of coefficients to be stored per computational node. The most important
drawback of flux models is the limited range of application of a certain model. This arises from
the fact that certain series expansions will fit certain situations better because of the nature of
the solution. Hence, methods that work in certain co-ordinate systems may not necessarily
perform equally well in other systems.

Initial evaluation of above methods, showed that they are impractical for large scale 3D
dense gas dispersion problems due to the prohibitive computational requirements involved.
Attention was directed to an accurate and economical method developed by Lockwood and
Shah [9] for radiation modelling in combustion chambers. This method is called the discrete
transfer method (DT method). The method can be viewed as a blend of the zone method and
flux models. It depends on firing a predetermined amount of arrays, in predetermined
directions, from the nodes on the solution domain boundaries. The equation of transfer is
solved recursively along these rays to solve for the unknown quantities.

In the present study, the DT method was adapted for dense gas dispersion problems,
programmed and tested using standard analytical solutions. The tests demonstrated the
accuracy and computational economy of the method. The dense gas dispersion model, with
radiation modelling included, was then used to simulate the Burro-8 field trial over flat
grounds, which was simulated earlier without modelling radiation. The predictions showed
considerable improvements in the predictions when compared with the experimental results.
Hypothetical tests for other scenarios showed that radiation absorption could transform a
dense gas cloud to a buoyant plume quickly.

2. THE RADIATION MODEL

The fundamental equation for transfer of thermal radiation may be expressed as

dIn

ds
=kn(−In+Bn(T)), (1)

where effects of scattering have been neglected; scattering effects will be important in media
containing particulate materials. In this equation, In(s, V. , t) is the intensity of a beam of
monochromatic radiation travelling in the direction V. , along path s and is a function of time
t. Moreover, kn is the monochromatic absorption coefficient and Bn(T) is the Planck function
which gives the monochromatic emissive power from the equation

Bn(T)=
2hn3

c2(e (hn/kT)−1)
, (2)
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Table I. Wall fluxes for one-dimensional geometry

qw/sTg
4kaL

DTAnalytical

0.1 0.1663 0.1749
0.5 0.5531 0.5612

0.7758 0.78751.0
1.5 0.8810 0.8899

0.9339 0.94302.0
2.5 0.9614 0.9705
3.0 0.9761 0.9850

where T is the local absolute temperature, c is the speed of light, h=6.6256×10−34 J s is
Planck’s constant, k=1.3805×10−23 J (molecule K)−1 is the Boltzman constant and n is the
frequency.

Equation (1) can only be solved analytically for simple geometries with some simplifying
assumptions. Some of these solutions have been presented by Chandrasekhar [10]. For
practical engineering applications, it has to be solved numerically. In the present study, the DT
method of Lockwood and Shah [9] has been adapted to suit the situations encountered in
dense gas dispersion problems.

Figure 1. Predicted non-dimensional temperature distribution between two infinite black plates of temperatures Tl and
T2 and distance L compared with the analytical solution, NT= (T4−T1

4)/(T2
4−T1

4), H=kbL.
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Table II. Percentage error of energy sources calculated using the DT method
compared with the analytical solution

30 50 10040Number of rays 10 20

0.61 0.37% Error 11.40 3.01 1.22 0.07

Since absorption in gases occurs in narrow bands of the radiation spectrum and is essentially
zero outside these bands, non-grey behaviour must be considered. For a gas with several
absorption bands, the intensity and absorptivity are assumed constant for each band, where
their values are taken as the average at that band. Equation (1) is then integrated over each
band to give

dIb

ds
=kb(−Ib+Bb(T)), (3)

where Ib and kb are the average intensity and absorptivity across the band, respectively, and
Bb(T) is the integrated emissive power across the same band.

In the DT method, Equation (3) is solved for each band to recover the energy sources in
each element of the domain in the given band as follows.

For a collimated (i.e. non-diverging) ray, Equation (3) can be integrated analytically along
any segment s of the ray, from position n to position n+1, where the absorption coefficient

Figure 2. Predicted non-dimensional heat source distribution between two infinite plates, one is black and the other
is grey of emissivity 0.8, compared with the analytical solution, Q=q/s(T1

4−T2
4), q is the heat source per unit volume.
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and temperature are assumed to be constant around that segment to produce the following
recurrence relation

Ib
n+1=Bb(T)(1−e−kb s)+Ib

n e−kb s. (4)

The numerical procedure emerges from Equation (4) and can be described by the following
steps.

� The domain under consideration is divided to ne elements or ‘cells’, with all properties
considered constant over each element. This requires averaging properties from their nodal
values within the finite element mesh over each element.

� A number of rays of predetermined orientation is fired from the centroid of each face of the
elements lying on the boundaries of the domain. The orientation of the rays can be
arbitrary. However, in the present model, it is determined by dividing the half solid angle
around the face’s centroid into segments of equal angular divisions in both polar and
azimuth directions. The rays then emerge from the central position of each segment. Each
array is assumed to be collimated and to represent all the rays emerging from the segment.
For curved boundary faces, the solid angle is that around the tangent surface to the face at
it’s centroid.

� For a known intensity of each ray at its origin (say I0, which is determined from the
boundary conditions), Equation (4) can be solved for intensity along the ray within each of
the elements that it passes through, until it reaches another boundary where it is terminated.
Diffusely reflected rays are accounted for through the boundary conditions relationship
below.

� The source/sink in the energy equation for each element due to radiation absorption is
calculated by performing an energy balance on each element using all the rays passing
through it. That is

Se= %
nb

j=1

%
m

i=1

(Ib
n+1−Ib

n) dVV dA , (5)

where m indicates the number of rays passing through the element under consideration, nb
is the number of bands, Se is the energy source/sink in element e, dV is the portion of the
solid angle from which the ray emerged and V is a unit vector in the direction of the ray.
The elemental area dA is a vector of magnitude equal to the area of the surface of the
element from which the ray is fired, and a direction normal to the surface at the centroid
of that surface.

� Boundary conditions are determined according to the type of wall where the rays originate.
If the wall is black, then the intensity I0 is calculated from

I0=
sTw

4

p
, (6)

where Tw is the wall temperature and s is the Stefan–Boltzman constant. If the wall is grey
with emissivity eh then

I0= (1−eh)
q−

p
+eh

sTw
4

p
, (7)

where q− is the incoming radiation flux to the wall calculated by computing the total
incoming flux to the wall. This can be achieved by tracing the rays fired from the face until
they reach another wall. Then the equation of transfer is solved along the ray from its
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Figure 3. Schematic diagram of the solution domain

destination down to its origin. Consequently, if more than one wall is grey, the solution should
evolve iteratively.

For problems of dense gas dispersion in the atmosphere, the solution domain for the
radiative transfer can be imagined as that of a domain lying between two surfaces, the ground
and a plane at the top of the solution domain, which represents the incoming solar radiation.
Thus, the top of the domain can be considered as a black body of emissive power equal to the
solar irradiation. The vertical sides are treated as planes of symmetry. For these planes, rays
are reflected as if the plane was a mirror. So, the only grey boundary is the ground, and
consequently, no iteration is required to determine the boundary conditions. The numerical
algorithm starts by tracing the rays emerging from the ground until they reach the top
boundary (some of them will encounter a reflection or two on the side boundaries). The
intensity at the top boundary is known from the incoming solar radiation, thus the equation
of transfer is solved recursively along the ray, until it reaches the point of origin. The boundary
conditions at the ground surface can then be determined from Equation (7). The equation of
transfer can then be solved along rays fired from the top boundary arriving at the ground.

3. DENSE GAS DISPERSION SIMULATION

The DT method was tested over simplified problems of geometry similar to typical dense gas
dispersion situations. The aim of the testing procedure was mainly to validate the coding of the
method and to provide confidence in its use in the dense gas dispersion model. For thorough
tests of the DT method in one, two and three dimensions against analytical and experimental
results, see Lockwood and Shah [9]. Here, a one-dimensional geometry of radiative transfer
between two black infinite plates was tested. The DT method solution using 50 rays fired from
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each wall is compared with the analytical solution of Heasalt and Warming [14] in Table I,
which shows good agreement.

The resulting temperature distribution between the two walls that can be recovered from the
energy sources in each element is shown in Figure 1, which also shows excellent agreement
with the analytical solution of Heasalt and Warming. To test the sensitivity to the number of
rays, several computations were performed with varying numbers of rays and the results are
summarised in Table II.

The solution for the same geometry with one of the walls black and the other one grey, of
emissivity of 0.8, was also obtained. The results are shown in Figure 2, where good agreement
is observed.

Figure 4. Dense gas contours at the horizontal plane z=0.76 m after 32 s from the time the dense gas valve was fully
opened, (a) no radiation modelling, (b) radiation effects modelled.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)
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Figure 5. Dense gas contours at the horizontal plane z=0.76 m after 76 s from the time the dense gas valve was fully
opened, (a) no radiation modelling, (b) radiation effects modelled.

The Burro-8 test was modelled over flat ground to test the effects of the radiation model. This
field test was conducted over gently undulating terrain and was approximated in this paper over
flat grounds. This allows for half of the domain to be used in the solution, due to the symmetry
along the central plane, without any loss of generality in verifying the performance of the radiation
model. A schematic diagram of the solution domain in shown in Figure 3, where the source area
of the dense gas is indicated. A rectangular finite element mesh was used of 30, 20 and 14 elements
in the x-, y- and z-directions, respectively. Consequently, the mesh contained 8400 elements and
9765 nodal points. A simulation had been conducted successfully without the radiation model,
and the results were presented in Reference [4] (also see Reference [7] for detailed results). These
results showed that the model could predict the major features of the dense gas dispersion scenario.
However, the simulation showed a lower and wider cloud than that obtained in the experiment.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)
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Methane absorbs infrared radiation at four narrow bands. The absorption in the first two
bands is very small, so a two-band model simulation was used with bands around n3 of
frequency 3020 cm−1 and n4 of frequency 1306 cm−1. The average absorption coefficients at
these two bands were calculated from the experimental results of Kim [15]. This resulted in an
absorption coefficient of 74.5 cm−1 for the absorbing interval of 400 cm−1 around n3 and an
average absorption coefficient of 73.0 cm−1 around the absorbing frequency interval of 200
cm−1 around n4. The incoming solar radiation in the two bands was calculated, assuming that
the sun is a black-body radiator of temperature 5800 K. No account was made for the
reduction in the solar radiation due to absorption and scattering in the upper atmospheric

Figure 6. Dense gas contours at the horizontal plane z=0.76 m after 174 s from the time the dense gas valve was fully
opened, (a) no radiation modelling, (b) radiation effects modelled.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)
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Figure 7. Dense gas contours at the vertical middle plane after 174 s from the time the dense gas valve was fully
opened, (a) no radiation modelling, (b)radiation effects modelled.

layers since this will involve large uncertainties depending on different factors like atmospheric
conditions and pollution levels. Furthermore, it was assumed that the incoming solar radiation
is diffuse, i.e. it is not coming from one direction.

The two-band model used 20 rays, fired from each of the 1200 elements with surfaces at the
ground and at the top boundary of the domain. The rays were distributed over four equal
polar angles and five equal azimuth angles, to bring the total number of rays used to 24 000.
These rays were traced geometrically in a preprocessor program and the information was
stored for use in the flow solver to calculate the radiation sources in the energy equation at
each time step. The inclusion of the radiation model led to a 20% increase in the total dense
gas dispersion simulation time on the CRAY YMP-EL.

Figures 4–6 show horizontal concentration contours of the dense gas at times 32, 76 and 174
s, respectively, from the time the dense gas tap was fully opened, for the test cases with and

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)
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without the radiation model. Figure 7 shows the vertical concentration contours at the
symmetry plane for the time 174 s for both simulations. At the initial stages of the simulation,
the effects of the radiation absorption was not noticeable. Later, when the cloud grew in size,
it was observed that the radiation effects led to a minor increase in the cloud height. However,
this led to faster travel of the cloud in the wind direction and a narrower cloud, which
improved the agreement with experimental results. Figure 8 summarises the results by showing
the maximum distance travelled by the 5% volume concentration contour (lower flammability
limit) at 1 m above ground level, compared with both the experimental results [5] and another
simulation using FEMSET over the real irregular topography but without consideration of the
radiation effects. This shows that the consideration of radiation absorption led to significant
improvements in the predictions. Inclusion of radiation absorption effects in the irregular
topography simulation is expected to produce the best match with the experiment.

A hypothetical test has also been conducted with a gas having absorption bands ten times
larger than methane. The aim was to study the sensitivity of radiation effects and to provide
an idea of the effects if other gases of wider or more absorption bands were involved. The
simulation showed that radiation effects led to the dense gas cloud being transformed into a
buoyant plume, 76 s after the start of the release. This can be seen from the contours of Figure
9.

Figure 8. Maximum radial distance travelled by the lower flammability limit contour.
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Figure 9. Concentration contours at the vertical middle plane after 76 s from starting the spill; (a) no radiation
modelling, (b) radiation is modelled assuming a hypothetical gas.

4. CONCLUSIONS

It has been shown that the DT method is an efficient way to calculate radiation absorption
effects on the dense gas dispersion process. Radiation absorption can be a significant factor in
the total thermal balance of the process and should be taken into account. In the dispersion
of gases of wide absorption bands or when large fires are present, radiation absorption may be
dominant.

APPENDIX A. NOMENCLATURE

Planck function for monochromatic emissive powerBn(T)
c speed of light

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 837–850 (1998)
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dA a vector of magnitude equal to a finite area and direction normal to the
area

Planck’s constanth
In monochromatic intensity of a beam of radiation
Ib average intensity of a beam of radiation
I0 average intensity of a beam of radiation at its origin
k turbulent kinetic energy
kn monochromatic absorption coefficient
kb average absorption coefficient
Se heat source in an element due to radiation absorption

the path of a radiation beams
T absolute temperature
Tw wall temperature

timet
the direction of a radiation beamV.

V a unit vector in the direction of a beam
n frequency of radiation

Boltzman constantk

s Stefan–Boltzman constant
turbulent kinetic energy dissipatione

eh emissivity
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